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ABSTRACT 
In the last few years, Electronic Health Records (EHRs) have 
collected large-sized medical data. While EHR allows doctors to 
approach medication data easily, they suffer difficulties to 
analyze multi-dimensional medical data. We present multi-
dimensional visual analytics tools to support analyzing multi-
dimensional dataset by the combination of 3D RadVis and 
parallel coordinate. Also, we propose user-driven research 
design process to prospect for visualization development. This 
study is now in progress to interview domain experts to analyze 
the usability of the tools. 

CCS CONCEPTS 
• Human-centered computing → Visualization;
Visualization application domains; Visual analytics  • Human
computer interaction (HCI) → HCI design and evaluation
methods; User studies

KEYWORDS 
Visual Analytics, User study, Information visualization, Health 
Informatics. 
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1 INTRODUCTION 
By adopting a digital medical record management architecture, 
the EHR (Electronic Health Record) system, doctors realize that 
analyzing EHR data is crucial to conduct reliable medical 
research. Medical experts start to prospect disease patterns for 
efficient medication by collaborating with data scientists. For 
example, LifeLines presented a case study to show the 
medication patterns of each patient [15, 19]. Wang et al. 
presented chart visualization to investigate chronic disease 
progression [19]. TimeSpan described hospital timeline data to 
explore stroke treatment process. This approach helped medical 
expert to understand stroke treatment process more in detail 
[12]. Also, clustering analysis are used in psychiatry studies. It 
has been adopted for a long time to distinguish disease group. 
For instance, psychologists used Ward’s method, a kind of 
cluster analysis, to understand why young women suffer from 
eating disorders [5]. In recent studies, Petrovic et al. [14] suggest 
the dementia patient subdivision by Spearman’s correlation 
based on Neuropsychiatric inventory. In this paper, we suggest a 
design study that engaged with psychiatrists. We collaborated 
with two psychiatrists as participants and co-authors of this 
paper to help the process. In addition, this study mainly refers 
the design framework suggested by Sedlmair et al. [16] and 
Sohaib Ghani et al. [7] Based on the literature, we considered the 
demands before developing visual analytics tool. For this, we 
followed design process that included (1) understanding the 
demands from domain experts when they analyze multi-
dimensional healthcare data (2) defining the problems based on 
the relevant works. (3) designing visualization, (4) visualization 
implementation and (5) qualitative evaluation with domain 
experts. Due to the lack of multi-dimensional data analysis 
experience of domain experts, we suggested the patient 
subdivision case study to clarify the function of visual analytics 
tool. Our contributions in this study is following: (1) subdividing 
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Alzheimer’s disease patient group (2) proposing a visual 
analytics tool to support decision making from domain experts. 
(3) proposing a methodology to prevent node overlapping.
Finally, we hope to clarify that this study focused on problem-
driven and user-driven. Therefore, technical novelty is not the
goal until the complete this project. This study is now in
progress on interviewing domain experts and partial research
process is written in the paper.

2 RELATED WORKS 

2.1 Cluster Analysis  
Cluster analysis uses various academic disciplines: psychiatry, 
psychology and social science etc. This methodology aims to 
divide data into diverse groups that have different features. In 
the visualization field, Ankerst et al. [1] developed a 
visualization method to show multi-dimensional data after 
hierarchical clustering. While if a user investigates the 
characteristics of the multi-dimensional data, it is hard to draw 
parallel lines.  Beham et al. f[2] suggests a methodology that 
combines a radial tree map and Parallel Coordinates. It shows a 
radial tree map distribution, through controlling all the axes of 
Parallel Coordinates. 

2.2 Parallel Coordinate 
Parallel Coordinate Plots (PCPs) [11] are a popular way to 
visualize the distributions and ranges of multi-dimensional data. 
The parallel axes mean the vertical bars represent variables, 
while graph lines draw the pattern of each objective. However, it 
has limitations, in that it is not able to present the Pareto front 
shape. Despite this weakness, PCP is used generally to visualize 
multi-dimensional objects. For example, Fua et al. [6] shows 
parallel visualization based on hierarchical clustering. This 
represents information clusters of cluster data.  In another case, 
Zhou et al. [20] proposes visual clustering methods that apply 
curved line and visual bundle technology in Parallel Coordinates. 
These methods help to observe Parallel Coordinate lines in more 
detail and from various perspectives.  

2.3 RadVis 
Radial coordinate visualization (RadVis) [9] uses a nonlinear 
system to locate the nodes from n-dimensional points to a 2-
dimensional map. Enrico Bertini [3] suggests the methodology 
that combines RadVis and Parallel Coordinates. In this case, each 
cluster has a specific color. Also, they developed Parallel 
Coordinates to select the specific area to choose the node in 
RadVis. We were inspired by the framework of a visualization 
system in the research of Ibrahim et al. [10], who suggests 3D 
RadVis using Pareto front methods to make a spectrum of node 
distributions. In this study, we suggest a multi-dimensional data 
visualization tool based on the needs of medical experts. For this 
reason, we combined 3D RadVis and Parallel Coordinates to 
visualize the Electronic Healthcare Records (EHRs) of dementia 
patient cohorts. 

3 RESEARCH OVERVIEW 
The goal of this study is subdividing dementia patient groups to 
support psychiatrists’ data analysis. They hope to characterize 
dementia patient group which has the diverse spectrum. In order 
to figure out the possibilities of the patient subdivision, 
visualization researchers planned to develop visual analytics 
tool. We decided to adopt a user-driven design process with the 
following stages: (1) understanding the demands from domain 
experts (2) defining the problem (3) designing visualization (4) 
visualization implementation (5) second qualitative evaluation 
with doctor and clinical psychologist. We add the dimension 
which represents variable range and score, and develop 3D 
visualization. This approach contributes to solve the node 
duplication in 2D RadVis. 

3.1 Casting 
We met two psychiatrists to understand the demands about 
dementia patient clustering. First, they hope to clarify how to 
subdivide dementia patient group based on statistical approach. 
Dementia is the cognitive disorder which is ambiguous to 
diagnose. Despite its elusiveness, to cure dementia, doctors 
should target the use of drugs to treat mental disorder. Second, 
psychiatrists hope to compare the scores of divided dementia 
clusters. For example, domain experts want to compare high-risk 
and low-risk Alzheimer’s disease group. In conclusion, through 
the interview with the domain experts, they hope to divide 
patient groups separately, to define and analyze dementia in 
more detail. As the result of the discussion, we collected the 
needs from domain experts that subdivide the patient groups 
separately.  

3.2 Discover 
In this stage, we tried to define the needs from domain experts, 
and reviewed existing works of visualization field and medical 
science. After reviewing backgrounds, we set the guidelines 
mentioned in the related work [5, 18]. This literature proposes 
several representatives for clustering analysis. Based on our 
reviews, we developed the design guidelines below, the list of 
notions to specify clusters. We follow the measurement 
guidelines of cluster analysis while developing the visual 
analytics tool. 
(1) Representativeness of cluster: How well do specific nodes
represent clusters?
(2) Efficiently finding nearest neighbors: What does the
similarity between distances mean? What does the nodes in one
cluster maintaining a constant distance mean?
(3) Segmentation and partitioning: How can we know that a
cluster is well segmented?
Performing cluster analysis on visual analytics tool is the most
important demand to psychiatrists. Therefore, we considered the
approach to subdivide the patient group by cognitive assessment
score in the Clinical Research Center for Dementia of South
Korea (CREDOS) [4].
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3.2.1 Dataset We used the dementia examination cohort data 
named CREDOS [4], which has 21,094 electronic health records. 
It includes variables measuring cognitive functions to diagnose 
patients. Table 1. below explains CREDOS. This cohort was 
collected by 37 hospitals in South Korea from 2005 to 2013. After 
refining the data by ruling out the cases with missing factors, we 
selected 2,219 records via stratified sampling.  

Table 1. Data components included in CREDOS. 
Variables Explanation 

Patient information Cohort ID,  Personal 
information (gender, age, 
educational background), 
Physical examination  

Caregiver information Caregiver’s information 
(gender, age, educational 
background, relationship 
between patient and 
caregiver)  

Cognitive assessments Caregiver-Administered 
Neuropsychiatric Inventory 
(CGA-NPI),  
Seoul-Instrumental Activities 
of Daily Living (S-IADL),  
Diagnosed disease (SMI, MCI, 
VCI, SVD, AD) 

CREDOS includes five dementia stages, from Subjective Memory 
Impairment (SMI) to Alzheimer’s Disease (AD). It is divided 
according to the chronicity. First, SMI is the weakest stage of 
dementia. Second, Mild Cognitive Impairment (MCI) is the 
decisive point to move to the chronic stage. Third, Vascular 
Cognitive Impairment (VCI) and Subcortical Vascular Dementia 
(SVD) include the patients who have both stroke disease and 
cognitive disorder. The final stage, Alzheimer’s Disease (AD), is 
famous as the stereotype of dementia. At this time, we focus on 
subdividing the Alzheimer’s disease patient group which is most 
widely distributed node group. 

3.3 DESIGN 
3.3.1 First visualization design At the First time, we designed a 
2D node-link diagram visualization to explore the relationships 
between each health record. Nevertheless, when we visualized 
EHR data with the node-link diagram, it had limitations in 
presenting EHR data. Due to the dimensional limitation of 2D 
node-link diagram, it is not proper model to visualize multi-
dimensional data. Fig. 1 shows node distribution of 2D node-link 
diagram and 3D RadVis. For example, green colored group (SMI 
and MCI groups) in the 2D node-link diagram appears as the 
same cluster. However, in 3D visualization, subdivision result 
shows the distinction of node distribution. Though SMI and MCI 
have similar symptoms in clinical field, they have diagnosed 
different name by MRI (Magnetic Resonance Imaging) result. 

Nevertheless, the subdivision result in 3D RadVis clearly shows 
node distribution difference. When we showed the first 
prototype to the psychiatrists, as a co-author, they consented the 
good point of data visualization. however, domain expert asked a 
question how to subdivide each patient group in the tool. 2D 
node-link diagram has the problem that expressed same node 
position if the nodes have the same total score in the medical 
examination. Sometimes dementia patients can have the same 
score though they are differently diagnosed. Therefore, we 
should solve the problem when each medical record, the node, is 
duplicated in the visualization. This point made us decide to 
change visualization format. 

3.3.3 Second visualization design After observing the difference 
between 2D and 3D visualization, we considered to add a 
dimension to the visual analytics tool. We inspired visualization 
system in the research of Ibrahim et al. [10], who suggests 3D 
RadVis using Pareto front methods to make a spectrum of node 
distributions. In this case, three-dimension to understand node 
distribution in detail using height [17]. Moreover, this approach 
supports to prevent node overlapping in the visualization. Even 
if they are assigned the same space in 3D RadVis, sometimes 
each node scores can be different. To compensate for this defect 
in 3D RadVis, we adopt dimensional anchor that makes node 
position based on average score. The dimensional anchor is 
located the vertex of the intersection point from the bottom side 
to a vertical line. This made the node position to the 
intermediate point by pulling a node in the highest or lowest 
point of each variable. It prevents node duplication in 3D RadVis 
and collocates the node position properly. [8] 

3.4 IMPLEMENTATION 
After visualization design process, we developed visual analytics 
tool combined 3D RadVis and Parallel Coordinates. This visual 
analytics tool can interact between 3D RadVis and Parallel 
Coordinates. This tool supports repetitive clustering even though 
user already split the clusters. If they hope to subdivide cluster 
more, they can choice the methodology between k-means and 
forgy algorithm. In addition, the user can rotate the 3D RadVis 
cylinder to observe the data distribution. 
This tool has several interactions. First, when the user selects a 
node in 3D RadVis, the graph lines of each node will appear in 
Parallel Coordinates. Also, we apply multi-filtering to adjust the 
axes in Parallel Coordinates. This helps to make multi-range 
selections between variables. If the user hopes to select duplicate 
score ranges in the same axis, they can drag the axis many times. 
This interaction was suggested by psychiatrists to compare the 
score ranges for each variable. Also, users can export the 
selected cluster data as CSV dataset from the tool. It helps to 
analyze data with another data analysis program. This function 
was also suggested by our two domain experts, and they believe 
that this will be useful to target each disease patient group, so 
that doctors can develop drugs that are suitable for specific 
patient groups.  
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Figure 1: A Visualization analysis system to subdivide dementia diagnosis stages: 3D RadVis and Parallel Coordinates 
presented in the green box on the left suggest variables in physical examinations on individual patients while the 
information in the red box on the right was based on variables in cognitive assessments.  

Figure 2: Visualization combined 3D RadVis and Parallel Coordinates: This visual analytics tool supports multi-dimensional 
data analysis. The user can control the RadVis cylinder and parallel graph. Also, they can divide and explore the data 
various ways to use additional functions in visual analytics tool. 



Fig. 2 shows the entire interface of visual analytics tool. The left 
side of the tool is variables list in raw data. Users can choice the 
variables they hope to explore. The right side of Fig. 2 shows the 
information to figure out the characteristic of each cluster.  

3.5 CASE STUDY 
We conduct a case study based on questionnaires of the Seoul-
Instrumental Daily Living (S-IADL) test. This test examines daily 
behaviors such as shopping, taking medication, and using 
transportation. By suggestion from two psychiatrists, we 
subdivided dementia patient group with 15 variables of S-IADL 
test. Domain experts are interested in detecting dementia 
patients based on daily behavior. As a result, we can subdivide 
the clusters between Alzheimer’s disease patient groups. Bottom 
of Fig. 1 shows the separated dementia group distributions in 3D 
visualization. Especially, AD group shows the separation from 
low-risk factor to high-risk factor group. Fig 3 shows the 
variables subdividing AD group. The high-risk factors of 
Alzheimer’s disease include the variables such as shopping, usin-	

Figure 3: Cluster subdivision result of Alzheimer’s disease 
group. It divided 3 segmentations by behavior difference 
based on S-IADL test result.  

ng transportation, walking outdoors, and unlocking doors. In 
particular, the low-risk factor cluster has the variables including 
taking medication, managing finances, keeping appointments, 
and talking about recent events. In all groups, Alzheimer’s 
disease patients received low scores in examining personal 
relationships. We discussed this case study result with the 
psychiatrists. They agreed with the result that human 
relationship factors affect disease progression. Also, we 
understand Alzheimer’s disease can progress separately. 
Consequently, we realized that daily behaviors influence the 
progression of dementia. We could partially verify design 
guidelines mentioned discover stage by result of this case study; 
(1) Representativeness of cluster. It can observe from the score

difference between each group. They have 5 to 7 score difference 
between high-risk and low-risk group. Also, the lowest score 
differences are shown from 3 to 5 between the middle-risk and 
low-risk groups. 

4 CONCLUSION 
This study aims to suggest a visual analytics tool to support 
cluster subdivision for domain experts. Based on the relevant 
works, 3D RadVis, Parallel Coordinates, and cluster analysis, we 
developed a visualization tool that combined 3D RadVis and 
Parallel Coordinates. By supplement the dimension to visualize 
multi-dimensional data, it aids to subdivide dementia patient 
clusters. We conducted a case study based on a daily living 
questionnaire. This study contributes to doctors understanding 
biomedical data through a visual approach. Also, we challenged 
multi-dimensional EHR data. We expect that doctors will use 
this tool to subdivide dementia patient clusters. Though we 
could not interview more experts (e.g. clinical psychologists, 
neurologists), this research is now in progress of interviewing 
more to understand the usability of the tool. Also, we are now in 
progress to verify all design guidelines in discover stage.  
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